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Abstract: In today's world, many people interested to share the data, but they afraid about disclose of data so they want 

secure their data with communication so, the concept of privacy preservation of data is come in picture. Back-

propagation is the most effective algorithm for training deep learning models. To protect the private data, the proposed 

model having the BGV encryption scheme to encrypt the private data and perform the high-order back propagation 

algorithm on the encrypted data. Sigmoid function as a polynomial function with the BGV encryption. The proposed 

algorithm helps to improve the efficiency of back-propagation. BGV is Homomorphic encryption technique that allows 

computations to be carried out on cipher text. Homomorphic encryption is the conversion of data into cipher text that 

can be help to analyse and work with as if it were still in its original form. Furthermore, the BGV encryption scheme is 

used to protect the private data during the learning process. Experiments show that our proposed scheme is secure and 

efficient. 
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I. INTRODUCTION 

 

With the rapid development of the internet of things, social networks and e-commerce in recent years, we have entered 

the era of big data. Deep learning models have been proved to have a great ability of learning features and hierarchical 

representations of database by supervised strategies. However, the huge amount of data poses an important challenge 

on data. Specially, as the most effective training algorithm, back-propagation finds it difficult to satisfy the real-time 

requirement of database feature learning since it is of high time complexity.  

 

Therefore, how to improve the efficiency of back propagation learning has become a problem needed to be settled 

urgently in data processing and mining these days. However, privacy concerns bring forward in the database computing 

because some data in datasets, such as identity information and the association rules hidden in the database are 

considered as private data, which may contain sensitive data of governments or proprietary information of the 

enterprises. Sensitive data is easily disclosed during the process of the computation.  

 

Disclosure of sensitive data is not only a privacy issue but of legal concerns according to privacy protection laws such 

as the Health Insurance Portability and Accountability Act (HIPAA). A large number of works have focused on the 

secure back propagation learning, which can be grouped by two categories: data perturbation methods and 

cryptographic methods. Methods of the first type protect the private data by adding noise to the source data Perhaps; 

the noise will reduce the accuracy of the back-propagation learning.  

 

Methods of the second type use the encryption algorithms to preserve the privacy. However, they can only work in the 

scenario of multiple parties’ collaboration. Aiming at this problem, we propose a privacy preserving back-propagation 

algorithm based on the full homomorphic encryption scheme. The proposed algorithm improved the efficiency of back-

propagation learning by offloading the expensive operations on the databases.  

 

Furthermore, to prevent the disclosure of private data, we use the full homomorphic encryption scheme to encrypt the 

source data. Specially, the BGV encryption algorithm that is the currently most efficient full homomorphic encryption 

scheme is utilized in the proposed algorithm. 

 

II. RELATED WORK 

 

We try to implement this project on client server model. So, our future/related work is to implement this project on 

cloud.  

 

http://searchcio-midmarket.techtarget.com/definition/ciphertext
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III. SYSTEM ARCHITECTURE 

 

 
Fig. 1 System Architecture 

 

IV. PROPOSED SCHEME 

 

A.  BACK PROPAGATION 

Input: x={x1,x2,…,xn}, iterationmax  , η , threshold 

Output: W, b, W’, b’ 

begin: 

Initialize the parameters randomly. 

for iteration = 1,2,… , iterationmax  do 

for sample=1,2,…,N do 

//feed forward 

       for j=1,2, …, m do 

            zj
(2)

= W. X + bj   

             aj
(2)

= f  zj
(2)

  

for i=1,2, …, n do 

                     zi
(3)

= W′. a(2) + bi
′  

                    hW ,b X = ai
(3)

= f zi
(3)

  

           if JTAE  θ > threshold then 

//back-propagation 

for i=1,2, …, n do 

     σi
(3)

=  ai
(3)

.  1 − ai
(3)

  .  ai
(3)

− yi  

    for  j=1,2,…, m do 

       σj
(2)

=   wij
(2)

. σi
(3)n

i=1  f′  zj
(2)

  

          for i=1,2, …, n do 

              Δbi
(2)

= Δbi
(2)

+ σj
(3)

 

               for j=1,2, …, m do 

             ΔWij
(2)

= ΔWij
(2)

+ aj
(2)

. σi
(3)

 

  for j= 1,2,…,m do 

             𝛥𝑏𝑖𝑗
(2)

= 𝛥𝑏𝑗
(1)

+ 𝜎𝑗
(2)

 

       for i=1,2,…,n do 

  𝛥𝑊𝑗𝑖
(1)

= 𝛥𝛥𝑊𝑗𝑖
(1)

+ 𝑥𝑖 .𝜎𝑗
(2)

 

End 

 

B. FEED FORWARD 

A feed forward neural network is an artificial neural network wherein connections between the units do not form a 

cycle. As such, it is different from recurrent neural networks. The feed forward neural network was the first and 

https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Recurrent_neural_networks
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simplest type of artificial neural network devised. In this network, the information moves in only one direction, 

forward, from the input nodes, through the hidden nodes (if any) and to the output nodes. There are no cycles or loops 

in the network. 

Input: 𝑥 =  𝑥1, 𝑥2,… , 𝑥𝑛  , {𝑊, 𝑏,𝑊 ′, 𝑏′} 

Output: {𝑧 𝟐 , 𝑧 𝟑 ; 𝑎 𝟐 , 𝑎(𝟑)} 
Begin: 

for 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1,2,… , 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑚𝑎𝑥  𝑑𝑜 

for sample= 1,2,…,N do 

    for j=1,2,,,m do 

//Using secure addition and multiplication to calculate: 

        zj
(2)

= W. X + bj  

//Using Algorithm 2 to Calculate: 

           aj
(2)

= f(zj
(2)

) 

 for i= 1,2,…,n do 

//Using secure addition and multiplication to calculate: 

zi
(3)

= W′ . a(2) + bi
′  

//Using Algorithm 2 to calculate:  

                      hw,b X = ai
(3)

= f zi
(3)

  

    End 

 

 

C.  BGV ALGORITHM 

Input: ciphertext of x: C(x), a: C(a), b: C(b) and c: C(c). 

Output: ciphertext of y: C(y) 

begin 

Using secure addition: C1 = C b × C(x) 

Using secure multiplication: 

C2 = C(c) × C(x) × C(x) × C(x) 

Using secure addition: 

 C y = C a + C1 + C2 

end  

 

V. MATHEMATICAL MODEL 

 

Let S is the Whole System Consists: 

S = {I, P, O} 

Where, S = System 

I = Input 

P = Process 

O = Output 

 

I = {t, PuKU } 

 

Where I = Input, 

 

 PuKU = Public Key of   User 

 

P = {SC, Tr , Tt , CD, GR} 

 

Where P = Process,  

 

SC = Scaling,  

 

Tr  = Train the Network,  

 

Tt  = Testing,  

CD = Classification of Data,  
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GR = Generation OF Result 

  

O = [[DEC]] 

 

Where O = Output,  

 

DEC = Decision  

 

Users side parameters = {PuKU, PrKDU, t}   

 

Where PuKU = Public Key of User, 

 

 PrKDU = Private Key of User 

 

Server side Parameters = { [[t]]} 

 

U = {u1, u2,..un} 

  

Where U = User,  

 

u1, u2,..un  = No of User 

 

UD = {t1, t2,...tn } 

  

Where UD = User Data, 

 

 t1, t2,...tn  = Users Data 

  

U = EPuKU{UD} 

 

{t1, t2,...tn } {[[t1]],[[ t2]]…[[ tn]]} 

 

Where U = User,  

 

UD = User Data, 

t1, t2,...tn = Users Data 

      

P = {SC, Tr , Tt , } 

 

Where P = Process,  

 

SC = Scaling, 

 

Tr  = Train the Network, 

 

Tt  = Testing 

 

U = send {[[UD]]} to server 

 

Then server, 

 

SS = {Tt , CD, GR} 

  

Where Tt  = Testing, 

 

CD = Classification of Data 

Output = [[Dec]] 
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t1, t2,...tn = Users Data 

      

P = {SC, Tr , Tt , } 

 

Where P = Process,  

 

SC = Scaling, 

 

Tr  = Train the Network, 

 

Tt  = Testing 

 

U = send {[[UD]]} to server 

 

Then server, 

 

SS = {Tt , CD, GR} 

  

Where Tt  = Testing, 

 

CD = Classification of Data 

 

Output = [[Dec]] 

 

VI. CONCLUSIONS 

 

We proposed the privacy preservation data classification using machine learning technique. Many people wanted to 

secure their data with communication, hence we implemented BGV encryption scheme to encrypt the private data and 

perform the high-order back propagation algorithm on the encrypted data  
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